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Abstract—A high-order switching surface for boundary control
of inverters is presented in this paper. The concept is based on
using the natural response of the power stage to formulate a loga-
rithmic function to approximate the ideal switching surface. With
the proposed control method, the inverter exhibits better dynamic
responses than the ones with the first-order or recently proposed
second-order switching surfaces. It will also be shown that the first-
order and second-order switching surfaces are the low-order ap-
proximations of high-order switching surface. As the high-order
switching surface is close to the ideal switching surface, its high
trajectory velocity along the switching surface makes the inverter
state trajectory move toward the steady-state operating point in
two switching actions under large-signal disturbances. The effects
of the parametric variations on the output voltage and the large-
signal characteristics of the inverter will be discussed. The pro-
posed control method has been successfully applied to a 300-W,
110-V, 60-Hz, single-phase full-bridge inverter. The steady-state
and large-signal dynamic behaviors of the inverter supplying to
resistive, nonlinear inductive, and full-wave rectifier loads will be
given.

Index Terms—Boundary control, dc–ac converter, inverters,
nonlinear control.

I. INTRODUCTION

APART from classical control theories [1]–[11], many
recent works have focused on applying boundary-con-

trol-derived methods [12]–[23] to design controllers for
switching inverters. Boundary control is a geometric based
control approach suitable for switching converters [12], [13]
featuring time-varying structures. Its advantage lies in its gener-
ality of controlling converter operation without differentiating
startup, transient, and steady state periods, so it is possible
to cope with large-signal disturbances in the input source
and output load. The main objective of the boundary control
method is to drive the converter to the steady state with the
use of a switching surface to dictate the states of the switches.
Typical switching surfaces used in switching converters are of
first-order , such as the sliding-mode control and hysteresis
control [14]–[22]. Although those methods provide good
large-signal response and stability, they exhibit the following
constraints.
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1) The control parameters, such as the slope of the switching
surface in the sliding-mode control, cannot be obtained
readily from the power stage component values. They are
usually designed by considering the converter’s particular
behaviors, such as the startup transients or the steady-state
behaviors [18].

2) The control method is only applicable for a particular op-
erating mode, such as the continuous conduction mode in
dc/dc converters. Steady-state errors will be introduced if
the controller is applied to other operating modes, such as
discontinuous conduction mode [23]. Thus, an additional
control loop, such as an integral feedback, is required to
compensate the steady-state error.

3) It requires several switching actions before settling to
steady state after a large-signal disturbance. Some de-
sign strategies are optimized for a particular transient
performance, such as the start up process [18], with one
switching cycle. However, the designed control parameters
cannot ensure similar performances in other large-signal
disturbances.

Much research work extends the concept, such as using an
adaptive approach in [24] and [25], in order to enhance the dy-
namics. Recently, the second-order switching surface has
been proposed in [23], [26], and [27]. It approximates the ideal
switching surface with a second-order function, in order
to achieve the objective of settling switching transients in two
switching actions. Since is load-dependent and does not
have the load information, the discrepancy between and is
dependent on the damping factor of the output circuit, or equiv-
alently the value of the load impedance with respect to the
output filter natural impedance . Such discrepancy will in-
crease if decreases and/or the converter state is far away from
the operating point. Thus, this will make the converter require
more switching actions to settle to the operating point during
large-signal disturbances.

This paper gives a further enhancement on formulating the
switching surface for inverters. A high-order switching surface

is proposed. A logarithmic function is derived to approx-
imate . The inverter exhibits better dynamic response than
the ones with or . As the load characteristics is taken into
account in the switching function, is close to . The tra-
jectory velocity along the switching surface is high that makes
the trajectory ideally move toward the target operating point
in two switching actions after a large-signal disturbance. The
steady-state and large-signal characteristics have been studied.
The proposed control method has been successfully applied to a
300-W, 110-V, 60-Hz full-bridge inverter. Experimental results
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Fig. 1. Schematic diagram of a full-bridge inverter.

show that the total harmonic distortion of the output voltage is
low with different load types, including resistive, nonlinear in-
ductive, and full-wave rectifier loads. The system can revert to
the steady state in two switching actions during large-signal dis-
turbances in the input voltage, output load, and output reference.

II. PRINCIPLES OF OPERATION

Fig. 1 shows the schematic diagram of a full-bridge inverter,
which can be described by the following state-space equations:

(1)

where is the inductor current, is the capacitor
voltage and is equal to the load voltage, is the input voltage,

represents the state of the switches, and and are con-
stant matrices depending on the values of , and the instan-
taneous ac load resistance of the load . are on if

, and are on if .
Matrices , and are defined as

Fig. 2 shows families of trajectories that are obtained by
solving (1) with different initial conditions. The inverter com-
ponent values used are tabulated in Table I. The load is resistive
and is given in Table II. The positive state trajectories are
derived, when the inverter output voltage (i.e., with
and on, and and off). The negative state trajectories
are derived, when (i.e., with and off, and
and on). The tangential component of the trajectory velocity
along the switching surface determines the rate at which suc-
cessor points approach or recede from the operating point “O”
[12]. Depending on the location of the initial state, for example
the states “A” and “B” in Fig. 2, the ideal switching surface

is along either the only positive state trajectory or negative
state trajectory that passes through “O.” A switching surface
that has deviation from will make the inverter require more
switching actions to slide along the surface or to swirl around
“O” after a disturbance [12], [13], [18], [26], [27]. has made
a close approximation around the operating point [26], [27].
However, the settling time is still non-optimal under a large

Fig. 2. Families of trajectories.

Fig. 3. Waveforms of v ; i ; i , and i .

disturbance that significantly deviates from the operating point.
A high-order switching surface that can well approximate

is derived in this paper. With the help of the key waveforms
shown in Fig. 3, the switching criteria are given as follows.

A. Criteria for Switching on and

As illustrated in Fig. 3, and are originally off and are
switched on at the hypothesized time . The objective is to de-
termine , so that and 0 after
and are on, and the inverter will follow the negative state
trajectory (Fig. 2). Thus, , and are
known values while is an unknown value. The following as-
sumptions have been made in deriving the switching criteria.

1) The parasitic resistances of the switches, inductor, and ca-
pacitor are neglected.

2) For the sake of simplicity in the analysis and implemen-
tation, the values of and the inductor voltage in
the considered interval are assumed to be constant.
Their values are approximated by averaging their values at

and . They are denoted by and , respectively.
The approximation is applicable because the switching fre-
quency is much higher than the frequency of the reference
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Fig. 4. Block diagram of the proposed high-order boundary controller.

voltage and the variation of (and thus and )
within a switching cycle is small. Thus

(2)

and

(3)

for .
By applying the Kirchoff’s current law at the output node

(4)

where is the output current and is the in-
stantaneous ac load resistance.

By multiplying (4) with and solving it for , it can
be shown that

(5)

where .
Since 0

(6)

(7)

Fig. 5. Comparison of various normalized switching surfaces.

By solving (7) with (5) and (6), the criteria for switching and
on and and off are

(8)

B. Criteria for Switching on and

As illustrated in Fig. 3, and are originally off and are
switched on at the hypothesized time . The objective is to de-
termine , so that and 0 after
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Fig. 6. Simulated time-domain waveforms of the inverter various switching
surfaces under large-signal reference changes. (a) � , (b) � , and (c) � .

and are on, and the inverter will follow the positive state
trajectory (Fig. 2). Thus, , and
are known values while is an unknown value. Similar to
Section II-A, the following assumptions have been made in
deriving the switching criteria.

1) The parasitic resistances of the switches, inductor, and ca-
pacitor are neglected.

2) For the sake of simplicity in the analysis and implemen-
tation, the values of and the inductor voltage in
the considered interval are assumed to be constant.
Their values are approximated by averaging their values at

Fig. 7. Simulated state-space trajectories of the inverter various
switching surfaces under large-signal reference changes. (a) � , (b) � ,
and (c) � .

and . They are denoted by and , respectively.
That is

(9)

(10)

for .
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TABLE I
COMPONENT USED IN THE SIMULATION AND PROTOTYPE

TABLE II
LOAD SPECIFICATION OF THE PROTOTYPE

TABLE III
COMPARISON OF THE SETTLING TIMES WITH DIFFERENT SWITCHING SURFACES

Again, by using (4) and similar technique for calculating (5),
it can be shown that

(11)

where .
Since 0

(12)

(13)

By solving (13) with (11) and (12), the criteria for switching
and on, and and off are

and

(14)

Fig. 3 shows the waveforms of the inverter with hysteresis
bands added, in order to avoid frequency chattering. However,

Fig. 8. Relationships between f and v .

for the sake of simplicity in design and analysis, the hysteresis
band is ignored in the calculations. Thus, by combining (8)
and (14) and putting , the following
switching surface is defined

(15)

where – .
The equation can be written into a general form of

(16)

where and
.

Fig. 2 shows in the state plane. Fig. 4 shows the block
diagram of the proposed high-order boundary controller.
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Fig. 9. Output voltage error versus duty ratio with different percentages of
parametric variations.

III. COMPARISONS AMONG , AND

By expanding the logarithmic function in (16) with the Taylor
series

(17)

and putting 0, 1, 2, respectively, it can be shown that

(18)

(19)

(20)

Equation (18) gives the typical mathematical expression of
the switching surface for the sliding-mode control. Equation
(19) gives the typical expression switching surface for the hys-
teresis control. By substituting the values of in (5) and in
(11) for in (20), it can be shown that

(21)

for switching and on and and off, and

(22)

for switching and on and and off.
Equations (21) and (22) give similar expressions as the

switching surface proposed in [23], [26], and [27]. Thus,
is also the low-order approximation of .

In the following analysis, a pure mathematical treatment
on comparing the discrepancies of , and with is
conducted. All switching surfaces are considered as continuous
mathematical functions. No intracycle switching behaviors are

Fig. 10. Illustration of the switching surfaces and switching boundaries. (a) k
and k are ideal (� = � = 1). (b) k and k are one half of the
ideal values (� = � = 0.5). (c) k and k are twice the ideal values
(� = � = 2).

taken into account. For the sake of comparison the values of
and along the respective switching surface are normalized
by the values at the operating point. The switching surfaces are
compared by studying those surfaces on a - plane, where

and are the normalized values of and , respectively,
is normalized by the base value of . That is

(23)

is normalized by the base value of ,
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Fig. 11. Simulated state-space trajectories of the inverter various k and k

with the switching boundaries. (a) k and k are ideal (� = � = 1).
(b) k and k are one half of the ideal values (� = � = 0.5). (c) k
and k are twice the ideal values (� = � = 2).

which is equal to

(24)

where is the load impedance that the
output filter is in critical damping. Detailed derivation of
is given in the Appendix.

Thus

(25)

Fig. 12. Hardware implementation. (a) Schematic of the prototype.
(b) Schematic of the full-wave rectifier load.

By putting (23) and (25) into (16), (18), and (20), the nor-
malized switching surfaces , and of , and ,
respectively, with different load resistances are equal to

(26)

(27)

(28)

When the inverter reaches the steady state, and
0. Thus, the normalized operating point on

the - plane is

(29)

and

(30)

The normalized ideal switching surface is obtained by
putting (23) and (25) into (1). A comparison of , and

is shown in Fig. 5. Among them, deviates considerably
from gives closer approximation to around the oper-
ating point, and gives the best approximation of over the
operating range.

Figs. 6 and 7 show the comparisons of the simulated time-do-
main waveforms, including , and the gate signal to and

, and the state-space trajectories with various switching
surfaces under a large-signal reference voltage change from the
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Fig. 13. Dynamic response of the inverter when the reference signal is changed
from 110 V to 70 V at the angle around 90 [Ch1: v (10 V/div), Ch2:
v (10 V/div), Ch3: v (100 V/div), Ch4: i (5 A/div), timebase: 40 �s/div].

peak voltage of 70 V (i.e., 99 V) to 110 V (i.e., 155 V)
and vice versa. The parameters used are given in Table I. The
settling times of the system with different switching surfaces
are given in Table III. It can be observed that the one with
gives the shortest settling time, confirming the advantages of the
proposed control.

IV. STEADY-STATE CHARACTERISTICS

As described in Section III, is the low-order approxima-
tion of . The inverter gives similar steady-state characteris-
tics around the operating point with the two switching surfaces.

Fig. 14. Steady-state operations of the inverter [Ch1: v (10 V/div), Ch2:
v (100 V/div), Ch3: v (100 V/div), Ch4: i (5 A/div), timebase: 4 ms/div].
(a) Resistive load. (b) Nonlinear inductive load. (c) Full-wave rectifier load.

Thus, in order to simplify the analysis, the steady-state charac-
teristics of the inverter with , including the average output
voltage , output ripple voltage , and switching fre-
quency , are studied by applying the formulas in [26] for .
Based on the equations derived in [26], , and can
be expressed as

(31)
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(32)

(33)

where

and is the hysteresis band.
Based on (31), the average output voltage is the same as the

reference voltage.
Equation (33) can also be rewritten as

(34)

where

and

By differentiating (34) with respect to , it can be shown
that

(35)

Thus, is maximum, when 0.5 and 0. Fig. 8 shows
the relationships between and (and ). They are in a
parabolic function. The relationships between and are
illustrated with five operating points marked with “1” to “5.” It
should be noted that is much higher than the inverter output
frequency.

V. EFFECTS OF THE PARAMETRIC VARIATIONS

ON THE AVERAGE OUTPUT VOLTAGE

As the switching surface parameters in (5) and in (11)
are dependent on the values of and . becomes non-ideal
if there is a parametric variation in the values of and . As-
sume that

(36)

(37)

(38)

where , and are the nominal values of and
, respectively, , and are the fractional changes in

, and , respectively.
By substituting (36)–(38) into (31), it can be shown that the

maximum output voltage error is equal to

(39)

Fig. 15. Steady-state operation with 10% input voltage variation [Ch1: v

(100 V/div), Ch2: v (100 V/div), Ch3: v (100 V/div), Ch4: i (5 A/div),
timebase: 10 ms/div]. (a) Resistive load. (b) Nonlinear inductive load. (c) Full-
wave rectifier load.

where is nominal duty cycle.
Thus, the output voltage drift has the same sensitivity to the

variations in and . The sensitivity is the lowest when
equals 0.5 and the sensitivity is the highest when equals
0 or 1. The steady-state output voltage error against the input
voltage variation is minimum when 0.5. Fig. 9 shows the
output voltage error versus at different percentages of para-
metric variations. With 50% variation in the three parameters,
the output voltage has a maximum error of 2.33% at 0.1
and 0.9.
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VI. LARGE-SIGNAL CHARACTERISTICS

Points along 0 in (16) can be classified into refrac-
tive, reflective, and rejective modes. The dynamics of the system
behaves differently in those regions [18] and is studied by ob-
serving the correlation between the transition boundary and the
switching surface. Basically, the value of in (16) determines
the dynamic characteristics. Assume that is a factor of the
ideal value of , as defined in (5), when and are on. That is

(40)

where is the discrepancy factor. If 1, the inverter
follows the derived switching surface. As there are discrepan-
cies between the ideal component values and the actual compo-
nent values, , resulting in behaving non-ideal dynamic
response.

The transition boundary with and on is obtained by dif-
ferentiating (16) that in (41), shown at the

bottom of the page, is obtained by using (1). Thus, equation (41)
becomes (42), shown at the bottom of the page.

Similarly, the transition boundary with and on is obtained
by differentiating (16) that

(43)

where is the discrepancy factor between and the ideal
value of , as defined in (11). If , the inverter follows
the derived switching surface as (44), shown at the bottom of
the page, where is also obtained by using (1).
Thus, (44) becomes (45), shown at the bottom of the page. De-
tailed derivations of (42) and (45) are given in Appendix I.

As shown in Fig. 10(a), if the values of 1,
the switching surface lies along the transition boundaries and
is between the reflective and refractive regions when it is close
to the operating point. This leads to good dynamic response to
disturbances that the converter will settle to the steady state in
two switching actions. However, the switching surface starts
deviating from the transition boundaries, when the state point

(41)

(42)

(44)

(45)
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Fig. 16. Harmonic spectra of the output voltage. (a) Resistive load. (b) Non-
linear inductive load. (c) Full-wave rectifier load.

is far from the operating point. This is consistent with the
comparison of and shown in Fig. 5. The inverter will
then require more switching cycles to settle under a large-signal
disturbance.

Fig. 10(b) shows the transition boundaries and the switching
surface with 0.5. The switching surface al-
most lies on the reflective region. The implication is that the in-
verter is operating in sliding mode when it is subject to external
disturbance.

Fig. 10(c) shows the transition boundaries and the switching
surface with 2. The whole switching surface
almost lies on the refractive region. The implication is that the

Fig. 17. Transient responses under load changes. (a) Rated load to 20% load.
(b) 20% load to rated load. [Ch1: i (2 A/div), Ch2: v (10 V/div), Ch3: v
(100 V/div), Ch4: i (5 A/div), timebase: 40 �s/div].

inverter’s trajectory will move toward the operating point in a
spiral manner.

With and/or not equal to unity, the inverter will
requires more switching actions before getting into the steady-
state operating point. Fig. 11 shows the transient responses of
the converter with different values of and . The dy-
namic behaviors are the best when 1.

VII. EXPERIMENTAL VERIFICATIONS

A 300 W, 110 V, 60 Hz full bridge inverter has been built
and tested. The schematic of the circuit is shown in Fig. 12(a).
The component values are tabulated in Table I. As shown in
Appendix I, the filter is designed to make it operate at the crit-
ical damping condition and rated power condition. As the power
rating is 300 W and the voltage rating is 110 V, 40 .
The cutoff frequency of the filter, which is chosen to be
one-fourth of the minimum switching frequency of 25 kHz,
equals 6.3 kHz. By putting and 2 into (A1) and
(A2), the values of and shown in Table I are calculated.

Fig. 13 shows the enlarged waveforms of the dynamic re-
sponses of the inverter supplying to the 40 resistive load with
different switching surfaces, including and . The ref-
erence voltage is suddenly changed at the peak of the reference
signal from 70 V to 110 V . The transient periods of the
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inverters with , and are 75 s, 73 s, and 35 s, re-
spectively. Among them, gives the best dynamic response.
As shown in Fig. 13(c), the inverter only takes two switching
actions getting into the steady state. The output voltage looks
constant before and after the disturbance, because the timebase
of measurement is 40 s and is much shorter than the period of
the output voltage, which is 1/60 Hz 16.67 ms. The variation
of the output voltage is thus very small.

Fig. 14 shows the steady-state output voltage waveforms sup-
plying to resistive, nonlinear inductive, and full-wave rectifier
loads. The output voltage is sinusoidal in all cases. The load
specifications are tabulated in Table II. The schematic of the
full-wave rectifier load is shown in Fig. 12(b). Fig. 15 shows the
steady-state waveforms when the dc input voltage has fluctua-
tion of 10%. The purpose is to simulate the condition that the dc
rail is derived by rectifying the ac voltage shown in Fig. 12(a)
and the proposed method can still provide a sinusoidal wave-
form with low total harmonic distortion (THD). It should be
noted here that similar steady-state waveforms can be obtained
with and , because all three switching surfaces are close to

around the operating point (Section III). However, gives
better large-signal dynamic responses.

Fig. 16 shows the harmonic spectra of the output voltage with
different loads. The third harmonics (180 Hz) is less than the
fundamental component (60 Hz) by more than 45 dB in both
cases. The THD of the output voltage is less than 1.1%. Fig. 17
shows the transient responses of the output voltage when the re-
sistive load is changed from the rated load to 20% load, and
vice versa. The inverter can revert to the steady state in two
to three switching actions. As explained in Section VI, the re-
quired switching action is more than two if the inverter state
point is far from the steady-state operating point. Nevertheless,
the inverter output voltage can still get into the 3% band within
two switching actions. Thus, apart from providing fast dynamic
response, the proposed control method can equally give good
output harmonic spectra in inverter applications.

VIII. CONCLUSION

A high-order switching surface for boundary control of
inverters has been presented. Some concluding remarks are
listed as follows.

1) The generalized form of has been given in (16).
2) The first- and second-order switching surfaces have

been shown to be the low-order approximation of in
(26)–(28).

3) The steady-state characteristics, including the average
output voltage, output ripple voltage, and switching fre-
quency, have been given in (31)–(35).

4) The effects of the parametric variations on the average
output voltage have been studied in (39).

5) The large-signal characteristics of the control method have
been studied in Section VI.

Moreover, the control method does not require any sophisti-
cated calculations of the transfer functions or closed-loop com-
pensation. The controller’s parameters are obtained readily by
considering the component values of the power stage. It is un-
necessary to determine the controller parameters by the trail-
and-error approach. Most importantly, the control method is
for large-signal control. The proposed method has been con-

firmed experimentally. Further research will be dedicated into
the boundary control with constant switching frequency.

APPENDIX

A. Derivation of in (24)

As shown in [28], the transfer function of the output
filter is a second-order system. It can be shown that

(A1)

where and are the nat-
ural frequency and damping ratio of the filter, respectively.

The filter will be in critical damping (i.e., 1) when

(A2)

B. Derivations of (41), (42), (44), and (45)

Substitute
into (16) with 0

(A3)

Then, by differentiating both sides of (A3), it gives

(A4)

Equation (41) can then be derived by substituting the value
of (A4) into (A3). Similarly, substitute

into (16) with 0

(A5)

Again, by differentiating both sides of (A5)

(A6)

Equation (44) can then be derived by substituting the value of
(A6) into (A5). Based on (1)

(A7)

(A8)

By putting (A7) and (A8) into (41) and (44), respectively, (42)
and (45) can be obtained.
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